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ABSTRACT 

This paper is a “call for action” to formalize the typology 

of models used in healthcare simulation models. A brief 

taxonomy of model types is presented. Issues of model 

validity, patient safety and data/system security are brought 

to the fore to illustrate the challenges in this field. Exam-

ples are given that further highlight the research and devel-

opment challenges. 
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INTRODUCTION 

Simulation modeling, as traditionally viewed by the engi-

neering and science communities, is an enterprise dedicated 

to developing a means to “imitate” the operation of a real-

world process or system. This is done for a number of rea-

sons. In the context of analysis, we strive to gain introspec-

tion into how well an existing system works so that we 

might modify it to make it better. In design, we develop a 

virtual system (a model of the system to be designed) — a 

design blueprint — from which a real system is to be con-

structed. 

In as much real systems can be measured and observed for 

the purpose of collecting data about them, such abilities 

may often be limited by the need for “non-invasive” moni-

toring. It is not difficult to imagine that few people would 

agree to direct probing of one’s brain as opposed to, for 

instance, a functional MRI scan. Thus, simulation is often 

indispensable in gaining an understanding of the dynamics 

of the system being analyzed. Similarly, in model-based 

design [1], virtualization of a system to be built allows for 

relatively fast and inexpensive prototyping prior to the final 

deployment.  

Over the years modeling and simulation (M&S) has devel-

oped into a mature scientific and engineering discipline, 

where rigorous, theory-based foundations [2] gained con-

siderable footing. However, since the field spans such a 

broad spectrum of contexts, e.g., mathematics, natural sys-

tems in physics (computational physics), astrophysics, 

chemistry and biology, economics, psychology, social sci-

ence, engineering, etc.,  it is often difficult to define its 

“first principles.” In our approach and experience, we use 

the following [2] characterization of M&S’s three funda-

mental pillars: the real system is interpreted as the source of 

data, the model is a set of instructions for generating such 

data, and the simulator is a device (hardware/software) 

which executes the model. In model-based design [3] [1], 

we must develop a “digital/virtual” design model so that a 

system to be built can be assessed through simulation-based 

experiments.  

In this paper, we address the rapidly emerging field of sim-

ulation in healthcare. Specifically, we attempt to provide a 

broad taxonomy of the large variety of models in this field 

and emphasize the need for rigorous validation, and design 

of features that will make such models robust and secure. 

We bring to the fore a case for research that will ensure the 

security of such models. This is a sorely lacking facet in 

research and development of models in healthcare. At this 

point, we have to mention that while we do not explicitly 

consider safety issues, it is clear that the consequences of 

the lack of or low security have an effect on safety. The 

difference between safety and security is not always 

obvious. Generally speaking, safety is about the protection 

of a device’s environment, i.e., mainly the patient, from the 

device itself. As patients are typically not involved in 

simulation scenarios, patients cannot get harmed directly. 

Security is about the protection of the device from its 

environment, i.e., just the opposite to safety. As we will 

show security “gaps” in healthcare simulation can have an 

indirect effect on patients. SpringSim 2015, April 12 - 15, 2015, Alexandria, VA, USA 
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The rest of the manuscript is organized as follows. In the 

next section we discuss simulation in healthcare. Models in 

medical training and practice are discussed subsequently. 

Security issues follow next, and a summary is given at the 

end. 

SIMULATION IN HEALTHCARE 

In the last decade, we have witnessed burgeoning interest in 

and demand for simulation-based education and training in 

healthcare fields. For example, Simulation in Healthcare is 

a multidisciplinary publication encompassing all areas of 

applications and research in healthcare simulation technol-

ogy [4]. The rationale is clear: the goal of simulation is to 

create a safer patient experience by preventing medical 

errors and by improving outcomes. The main purpose is to 

train medical professionals for surgery, emergency care, 

cardiology, general practice, trauma, etc. Simulation is used 

to train students in anatomy and physiology during their 

training as well. The benefits are manifold: 

 Providers can practice procedures, techniques and re-

sponses to various scenarios without any risk to patients. 

Such scenarios are indefinitely repeatable. 

 Training can occur in true-to-life environments, with 

facilities and technology identical to those in various 

medical settings. 

 A wide range of learners—expert physicians to high 

school students—can learn from simulated experiences. 

 Training can support the development of a wide variety 

of skills. 

Medical simulators have evolved from simple models of 

human patients to complex systems with a plethora of train-

ing procedures in various medical applications, e.g., blood 

draw, laparoscopic surgery, trauma care. A few example 

simulators include: 

 Minimally Invasive Surgery  

Simulators provide surgeons, interventionists, nurses and 

technicians with a platform to learn and master critical 

skills to ensure procedural efficiency [5]. Basic and ad-

vanced procedures incorporate detailed and complete 

metrics for skill assessment.  

 Endoscopy  

Endoscopic simulators can teach and assess motor skills 

and cognitive knowledge. The endoscopes look, feel and 

handle exactly like the real ones. Simulators provide real-

istic force feedback, thus, allowing users to experience 

the feel of the real procedure. The level of realism de-

pends on how physiologically accurate digital patients 

responses are. For example, simulation-based education 

in gastrointestinal endoscopy is associated with improved 

performance both in a test setting and in clinical practice 

[6]. 

 Laparoscopy  

Laparoscopic simulators come with flat-screen monitors, 

cameras and light sources along with full sets of laparo-

scopic instruments. They allow users to practice various 

drills to perfect eye-hand coordination, non-dominant 

hand dexterity and intra-corporeal suturing proficiency.  

A study has shown the potential for computerized apti-

tude tests for surgical trainees to predict navigational per-

formance [7]. 

 Pelvic Trainer  

Pelvic trainers are simple boxes with apertures that simu-

late a patient’s abdomen. Trainees can use real instru-

ments to practice basic skills and observe the operating 

scene through a video display. The trainer provides a de-

gree of realism and some haptic feedback, but no objec-

tive performance assessment other than a regular stop-

watch [8]. 

It is clear from the above brief summary that the spectrum 

of simulation methods and techniques is very broad. In the 

next section, we attempt to provide an initial taxonomy and 

argue why it is crucial to ensure that models use in 

healthcare simulation must be valid and secure. 

MODELS IN MEDICAL TRAINING AND PRACTICE 

In our view, the most general way to classify simulation 

models in medicine is to group them into classes that per-

tain to simulation scenarios and simulation systems. By a 

scenario, we denote a set of steps, actions that replicate a 

specific medical procedure which may be as simple as 

phlebotomy (making an incision in a vain with a needle) or 

as complex as multiple-organ failure emergency treatment. 

In all such cases, various actions taken by the trainees are 

carried out in a simulated setting, either by using actors as 

patients or with computer-based systems (mannequins) that 

emulate human anatomy and physiology. Such scenarios 

are typically scripts written by healthcare experts, which 

embody the above steps, define roles for each member of 

the team, and specify a set of performance judgment crite-

ria. From an M&S perspective, they are not models that can 

be simulated on a computer-based device. However, if 

well-defined, they do characterize a set of components, a 

set of descriptive variables (attributes of a scenario), and 

interactions among the various “actors”. It is appropriate to 

classify them as informal models. In the category of sys-

tems, we further classify the models as those which are 

used in training scenarios and the ones that are embedded 

in various medical devices and equipment used in actual 

clinical practice. Either group presents different challenges 

for validation, assurance of robustness, and security. For 

reasons of brevity and focus, we omit from the discussion 

here the specification of training vignettes and process flow 

models that are used in complex healthcare logistics scenar-

ios, for example, Ebola response training, or mass casualty 

preparedness exercises. Rather, we point in the direction 

where formally specified, computer-simulated models can 

be used.  

Simulated training uses not only the requisite physical 

equipment utilized in medical procedures, but also models 

that reflect the foundation for emulating the symptoms and 



responses to “virtual treatment”.  For instance, in a scenario 

of an anaphylactic shock — a life-threatening allergic re-

sponse — the model should present typical symptoms such 

as swelling, a weak and rapid pulse, lowered blood pres-

sure, skin reactions. The treatment by injection of epineph-

rine should be reflected by the reversal of such symptoms. 

Similarly, a simulated cardiac arrest should present vitals 

signals from a model that faithfully represents the underly-

ing pathology. This is a key to proper understanding and 

learning. Embedding models, or more specifically their 

realizations in the form of computational processes encod-

ed as software and hardware, in medical devices presents 

an extraordinary set of fidelity, safety, security, and relia-

bility challenges. Such models effectively “run” complex 

implantable devices and are a key component in medical 

imaging or robotic surgeries. Consider the two examples 

below. 

It is clear to imagine the complexity of new generation im-

plantable cardioverter defibrillators (ICDs) with pacemaker 

capabilities [9]. Such a device not only paces the heart 

when the heartbeat is too slow, but it also delivers an elec-

tric shock in case an abnormal, life-threatening heart 

rhythm (ventricular fibrillation) is detected. Another case is 

computer assisted surgery (CAS). In CAS, models are used 

for pre-surgical planning and guidance. Typically robotic 

systems such as the surgical robot DaVinci [10] are utilized 

to aid in various procedures. CAS enhances the capabilities 

of surgeons performing surgery but it also requires models 

of ultimate reliability and robustness. Indeed, it is easy to 

imagine the dire consequences of improper translation of 

the surgeon’s hands’ movements into an erroneous maneu-

ver of a robotic arm’s end-effector. These simple instances 

highlight the need for more research into assuring absolute 

robustness of such life-critical computing systems.  

We call on the community to develop systematic methods 

for assessing the risk levels that various models used in 

healthcare systems present. Risk should be assessed in the 

contexts of validity (how faithfully the models reflect the 

real system), correctness of execution, and security. For the 

informal, script models used in training scenarios, the risk 

level is low with respect to the direct potential to endanger 

patients’ well-being and safety. However, such models 

must still be validated with respect to standards and norms 

used in medical procedures. The training systems’ models 

have a higher level of critically. Invalid models will lead to 

improper, inefficient, confusing, and erroneous training.  

Models that are used “in-vivo” in systems such as the ex-

amples mentioned above are life-critical. Their failures lead 

to catastrophic consequences. The key issue here is: How 

do we know they are safe? Despite the rapid growth of in-

novative and powerful technologies for hardware and soft-

ware design, networked computation, sensing and control, 

critical life-critical systems design and verification issues 

remain open [11]. They are: 

 Complexity, which significantly increased design, verifi-

cation and certification time.  

 Lack of unifying formalisms for efficient specification 

and exploration of design options. 

 Difficulty of modification due to potential unpredictabil-

ity. 

 Lack of techniques for investigating preciseness of exe-

cution timing.  

 Potential security vulnerabilities that can be exploited by 

malicious attackers.  

The above issues present major research and development 

challenges that must be addressed by research.  While 

many of the above aspects are being actively worked on, 

especially in the cyber-physical systems community, few 

researchers have addressed the security of medical devices 

and models [12]. 

SECURITY ISSUES 

Security measures need to guarantee confidentiality, integ-

rity and availability. In healthcare, confidential information 

includes medical records but also, for example, data from 

wearable sensors like heart rate and heart pressure. In the 

context of medical simulators, confidential information 

includes the performance of residents during training. The 

integrity of information becomes critical when medical 

reasoning is based on this information. In simulation, modi-

fied parameters may lead to discrepancies between the sim-

ulated and the real world, thus, yielding to medical errors 

and declined outcomes in real patient scenarios later on. In 

this case, security issues may result in safety issues. The 

availability of simulators is less critical. Security is primari-

ly an issue of simulation systems, as they typically involve 

software and communication features. Simulation scenarios 

are involved only as long as they include systems with 

software. Medical devices provide additional security chal-

lenges due to their distinctive properties, e.g., limited re-

sources and battery power of implanted devices, less fre-

quent or even missing security patches [13] [12]. 

Safety is the state of being protected against any non-

desirable event. For example, in a surgical scenario this 

includes the fact that surgical equipment will not fail during 

the surgery. Security is also the state of being protected 

against any non-desirable event. In contrast to safety, secu-

rity is about protection of IT itself. It should continue to 

work as expected even under malicious attack. If an attack-

er manages to alter software or a person’s health parame-

ters, safety consequences may also follow suit. Privacy is 

about unauthorized access to an IT system and is at stake 

when security is weak. Thus, any privacy issue is also a 

security issue. Figure 1 depicts privacy, safety and security 

in a healthcare simulation environment.  

In pure simulation scenarios as described previously, we 

have only the simulator, which can have an indirect impact 

on the safety of patients, if the simulator is based on an 



 

Figure 1. Healthcare simulation scenario 

invalid model or if the simulator has been maliciously mod-

ified. In both cases, medical doctors may get training that is 

not compatible with the real world, thus leading to compli-

cations later when working with real patients. This is inde-

pendent from the fact whether any medical system like a 

surgery robot is later used on the patient. If the simulator 

models a medical system, it is crucial that both systems 

correlate in a way that training on the simulator has positive 

effects on work with the medical system. Also, both the 

simulator and the medical system have to be protected 

against security and privacy breaches to prevent unauthor-

ized access leading to data disclosure, data modification, 

availability problems, etc. Risk assessment is about identi-

fying, estimating, and prioritizing risks, resulting in a func-

tion of the degree of harm and the likelihood of harm oc-

curring. Privacy risks are given when information about a 

patient is accessible to unauthorized persons. Security risks 

involve unauthorized access not only in a reading but also 

in a writing mode. Safety risks can be independent of IT, 

they can be caused through faulty IT, and they can also be 

the result of security issues.  

Simulation can take a variety of forms that require to be 

looked at separately. In training scenarios with simulators 

there is no direct impact to real patients. This might mis-

lead us to the conclusion that security issues are non-

relevant. However, maliciously modified simulators can 

have various negative consequences. For example, surgery 

residents may automate surgical skills based on parameters 

that will not later exist in the real world, resulting in a 

negative training effect and increasing the potential for 

error and negative outcomes. Besides training, simulation 

can be used in surgery for pre-surgical planning, and for 

guiding or performing surgical interventions. If robotic 

systems aid in surgical procedures, limitations of minimal-

ly-invasive surgery may be eliminated and capabilities of 

surgeons performing open surgery may be enhanced. Tele-

robotic surgery permits a surgeon to perform an operation 

on a patient from a remote site. 

In a surgery scenario, risks are manifold and depend on the 

type of surgery being performed. In computer assisted sur-

gery, an attacker may manipulate results of pre-surgical 

planning, or the guidance for performing surgical interven-

tions. In robotic surgery, an attacker may modify robot’s 

behavior. In tele-robotic surgery, an attacker may make 

modifications in both directions of the information flow, 

i.e., send wrong information to surgeon, or send wrong 

commands to surgery robot, or again modify the robot’s 

behavior. In this scenario, network configurations and en-

cryption need to address security issues and HIPAA 

(Health Insurance Portability and Accountability Act) com-

pliance without inordinate delay of telecommunication. 

Telemedicine in general can take a variety of forms. Bene-

fits and drawbacks have been described in [14], e.g., break-

downs in the relationship between health professionals and 

patients. In a simple telemedicine scenario, MRT images 

are sent to remote radiologists for diagnosis. Attackers may 

manipulate MRT images sent to radiologists or manipulate 

the diagnosis being sent back. In such scenarios, regular IT 

security countermeasures will suffice for protection. There 

are also many medical simulation games available, where, 

for example, non-professionals simulate a heart or hip re-

placement surgery, or fun tools that, for example, show the 

results of a simulated plastic surgery on a photo. Even 

though these games and tools might be used to spread false 

information, we see only a limited risk potential and no 

need for stringent security measures. 

SUMMARY 

We have presented our initial efforts to define a typology of 

models used in medical simulation. Given the enormous 

spectrum of applications that use informal training scenari-

os, discrete, continuous, and hybrid models in a variety of 

medical trainers and simulators, and actual medical devices 

themselves, we are faced with tremendous challenges to 

ensure that such systems are safe, reliable, and secure.  

Safety has long been a top priority when there is direct im-

pact on patients. We have to make sure that harm on pa-

tients is as low as possible also when there is an indirect 

impact through imperfect simulation models and even 

through malicious activities that may introduce discrepan-

cies between the simulated and the real world. There are 

other simulation applications that are interesting from a 

security point of view as well, e.g., simulators to optimize 

the use of beds in a hospital. In this scenario, patients will 

not be harmed, but the hospital’s revenue may decrease due 

to wrong ‘optimization’. Security considerations are also 

important for other simulation domains than healthcare. 

Just think about potential consequences of maliciously ma-

nipulated flight simulators. 
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